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André Großea,1

aInstitut für Informatik, Friedrich-Schiller-Universiẗat Jena, 07740 Jena, Germany
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Abstract

We show that computing the lexicographically first four-coloring for planar graphs is∆p
2-

hard. This result optimally improves upon a result of Khuller and Vazirani who prove this
problem NP-hard, and conclude that it is not self-reduciblein the sense of Schnorr, assum-
ing P 6= NP. We discuss this application to non-self-reducibility andprovide a general
related result. We also discuss when raising a problem’s NP-hardness lower bound to∆p

2-
hardness can be valuable.
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1 Introduction

Khuller and Vazirani [13] proved that computing the lexicographically smallest so-
lutions of Pl-4-Color instances is NP-hard, wherePl-4-Color denotes the pla-
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nar graph four-colorability problem. They conclude that, unlessP = NP, the
polynomial-time decidable problemPl-4-Color is not self-reducible in the sense
of Schnorr [22,23]. Noting that their result appears to be the first such non-self-
reducibility result for problems in P, they proposed as an interesting task to find
other problems in P that are not self-reducible under some plausible assumption.

We raise Khuller and Vazirani’s NP-hardness lower bound forcomputing the lex-
icographically smallest four-coloring of a planar graph to∆p

2-hardness. Our result
is optimal, since this problem belongs to (the function analog of) the class∆p

2.

The class ∆p
2 = PNP, which belongs to the second level of the poly-

nomial hierarchy [17,26], contains exactly the problems solvable in deter-
ministic polynomial time with an NP oracle. Papadimitriou [18] proved that
Unique-Optimal-Traveling-Salesperson is ∆p

2-complete, and Krentel [15] and
Wagner [28] established many more∆p

2-completeness results, including the re-
sult that the problemOdd-Max-SAT is ∆p

2-complete. The complexity of colorability
problems has been studied in a number of papers, see, e.g., [1,2,25,6,28,13,20].

As mentioned above, if for some problem in P computing the lexicographically
smallest solution is hard, then the problem itself cannot beself-reducible in the
sense of Schnorr [22,23], unlessP = NP. We discuss this application to non-self-
reducibility and provide a general related result. In particular, it follows from this
result that even a set as simple asΣ∗ has representations in which it is not self-
reducible in Schnorr’s sense, unlessP = NP. Finally, we conclude this paper with
a discussion of when raising a problem’s NP-hardness lower bound to∆p

2-hardness
can be valuable, and pose some open questions.

2 Computing the Smallest Four-Coloring of a Planar Graph

Appel and Haken [1,2] showed that every planar graph can be colored with no more
than four colors, thus solving the famous Four Color Conjecture in the affirma-
tive. In contrast, for eachk ≥ 4, computing the lexicographically firstk-coloring
of a planar graph is hard: Khuller and Vazirani [13] established an NP-hardness
lower bound for this problem. We raise their lower bound to∆p

2-hardness. Since
the lexicographically smallestk-coloring of a planar graph can be computed in (the
function analog of)∆p

2, this improved lower bound is optimal.

Definition 2.1 Letk > 1, and let0, 1, . . . , k − 1 representk colors.

• A k-coloring of an undirected graphG = (V,E) is a mappingψG : V →
{0, 1, . . . , k − 1}.

• A k-coloring ψG is said to belegal if and only if for each edge{u, v} ∈ E,
ψG(u) 6= ψG(v).
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• A graphG is said to bek-colorableif and only if there exists a legalk-coloring
ofG.

• LetPl-k-Color denote the planar graphk-colorability problem.

Stockmeyer [25] proved thatPl-3-Color is NP-complete, see also Garey et
al. [6]. By Appel and Haken’s above-mentioned result, everyplanar graph is four-
colorable. Thus,Pl-k-Color is in P for eachk ≥ 4.

Definition 2.2 (Khuller and Vazirani [13]) Let k > 1, and let the vertex set
of a given undirected graphG = (V,E) with n vertices be ordered asV =
{v1, v2, . . . , vn}. Then, everyk-coloring ψG of G can be represented by a string
ψG in {0, 1, . . . , k − 1}n, which is defined byψG = ψG(v1)ψG(v2) · · ·ψG(vn).

Define thelexicographically smallest (legal)k-coloringby

LFPl-k-Color(G) = min{ψG | ψG is a legalk-coloring ofG},

if G ∈ Pl-k-Color, where the minimum is taken with respect to the lexicographic
ordering of strings, and defineLFPl-k-Color(G) = 10n if G 6∈ Pl-k-Color.

We now prove our main result.

Theorem 2.3 Computing the lexicographically smallestk-coloring for planar
graphs is∆p

2-hard for anyk ≥ 4.

Proof. For simplicity, we show this claim only fork = 4. Letρ4 be the reduction
of Khuller and Vazirani [13, Theorem 3.1]. Recall thatρ4 maps a given planar
graphG = (V,E), whose vertices are ordered asV = {v1, v2, . . . , vm}, to the
planar graphH = (U, F ) defined as follows:

• The vertex set ofH is ordered asU = {u1, u2, . . . , u2m}, whereui is a new
vertex andum+i = vi is an old vertex for eachi, 1 ≤ i ≤ m.

• The edge set ofH is defined byF = E ∪ {{ui, um+i} | 1 ≤ i ≤ m}.

It follows immediately from this construction that

(1) G ∈ Pl-3-Color ⇐⇒ LFPl-4-Color(ρ4(G)) ∈ {0mw | w ∈ {1, 2, 3}m},

that is, “G ∈ Pl-3-Color?” can be decided by looking at the firstm bits
of LFPl-4-Color(H).

We give a reduction from the problemOdd-Min-SAT, which is defined to be the
set of all boolean formulasF = F (x1, x2, . . . , xn) in conjunctive normal form for
which, assumingF is satisfiable, the lexicographically smallest satisfying assign-
mentα : {x1, x2, . . . , xn} → {1, 2} is “odd,” i.e., for whichα(xn) = 1. Here, “1”
represents “true,” and “2” represents “false.”
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It is well known thatOdd-Min-SAT is ∆p
2-complete; Krentel [15] and also Wag-

ner [28] proved the corresponding claim for the dual problemOdd-Max-SAT.

Let F = F (x1, x2, . . . , xn) be any given boolean formula. Without loss of gen-
erality, we may assume thatF is in conjunctive normal form with exactly three
literals per clause. Assume thatF hasz clauses. Letσ be the Stockmeyer reduc-
tion from3-SAT to Pl-3-Color, see Stockmeyer [25] and also Garey et al. [6]. This
reductionσ, on inputF , yields a graphG = (V,E) with m > n vertices, where
m = m(F ) depends on the numbern of variables, the numberz of clauses, and the
structure ofF . Note thatF ’s structure induces a certain number of “crossovers” of
edges to guarantee the planarity ofG; see [6,25] for details.

Order the vertex set ofG asV = {v1, v2, . . . , vm} such that

(a) for eachi, 1 ≤ i ≤ n, vi represents the variablexi, and
(b) for eachi, n < i ≤ m, vi represents some other vertex ofG.

Note thatG is a planar graph satisfying the following properties:

(i) F is satisfiable if and only ifG is 3-colorable, using the colors1, 2, and3.
(ii) Every satisfying assignmentα of F corresponds to a3-coloringψα of G such

that for eachi, 1 ≤ i ≤ n, ψα(vi) = α(vi) ∈ {1, 2}. The color3 is used for the
other vertices ofG.

Now apply the reductionρ4 of Khuller and Vazirani toG and obtain a planar graph
H = ρ4(G) = ρ4(σ(F )) that satisfies Equation (1) as described above. It follows
immediately from this construction and from Equation (1) that

F ∈ Odd-Min-SAT ⇐⇒

LFPl-4-Color(ρ4(σ(F ))) ∈ {0mw1y | w ∈ {1, 2}n−1 andy ∈ {1, 2, 3}m−n},

that is, “F ∈ Odd-Min-SAT?” can be decided by looking at the firstm bits and at
the(m+ n)th bit of LFPl-4-Color(H).

For k > 4, the claim of the theorem follows from an analogous argumentthat
employs in place ofρ4 the appropriate reductionρk from [13, Thm. 3.2]. ❑

3 Non-Self-Reducible Sets in P

From their NP-hardness lower bound for computing the lexicographically first four-
coloring of planar graphs, Khuller and Vazirani [13] conclude that, unlessP = NP,
the polynomial-time decidable problemPl-k-Color is not self-reducible fork ≥ 4.
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The type of (functional) self-reducibility used by Khullerand Vazirani is due to
Schnorr [22,23], see also [5]. For more background on self-reducibility, see, e.g.,
[24,12,21].

Definition 3.1 (Schnorr [22,23])

• Let Σ andΓ be alphabets with at least two symbols each. Instances of problems
are encoded overΣ, and solutions of problems are encoded overΓ. For any set
B ⊆ Σ∗×Γ∗ and any polynomialp, thep-projection ofB is defined to be the set

projp(B) = {x ∈ Σ∗ | (∃y ∈ Γ∗) [|y| ≤ p(|x|) and(x, y) ∈ B]}.

If A = projp(B), we sayA has therepresentation(B, p).
• A partial order≤ onΣ∗ is polynomially well-founded and length-boundedif and

only if there exists a polynomialq such that
(a) every≤-decreasing chain with maximum elementx has at mostq(|x|) ele-

ments, and
(b) for all stringsx, y ∈ Σ∗, x < y implies|x| ≤ q(|y|).
• Let A = projp(B) for some setB ⊆ Σ∗ × Γ∗ and some polynomialp. The

projectionA is said to beself-reducible with respect to its representation(B, p)
if and only if there exist a polynomial-time computable function g mapping from
Σ∗×Γ to Σ∗ and a polynomially well-founded and length-bounded partial order
≤ such that for all stringsx ∈ Σ∗, for all stringsy ∈ Γ∗, and for all symbols
γ ∈ Γ,

(i) g(x, γ) < x, and
(ii) (x, γy) ∈ B ⇐⇒ (g(x, γ), y) ∈ B.

If the representation(B, p) of A = projp(B) is clear from the context, we omit
the phrase “with respect to its representation(B, p).”

We mention in passing that various other important types of self-reducibility have
been studied, such as the self-reducibility defined by Meyerand Paterson [16] and
the disjunctive self-reducibility studied by Selman [24],Ko [14], and many oth-
ers. We refer the reader to the excellent survey by Joseph andYoung [12] for
an overview and for pointers to the literature. Note that, insharp contrast with
Schnorr’s self-reducibility, every set in P is self-reducible in the sense of Meyer
and Paterson [16], Ko [14], and Selman [24].

Definition 3.2 Let Σ = {0, 1}. Given any setA in NP with A ⊆ Σ∗, there is an
associated setBA ⊆ Σ∗ × Σ∗ and an associated polynomialpA such thatBA is in
P andA = projpA

(BA).

• For anyx ∈ Σ∗, define theset of solutions forx with respect toBA andpA by

Sol(BA,pA)(x) = {y ∈ Σ∗ | |y| ≤ pA(|x|) and(x, y) ∈ BA}.

Note thatx ∈ A if and only ifSol(BA,pA)(x) 6= ∅.
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• For anyx ∈ Σ∗, define thelexicographically first solution with respect toBA

andpA by

LF(BA,pA)(x) =











min Sol(BA,pA)(x) if x ∈ A

bin(2p(|x|)) otherwise,

where the minimum is taken with respect to the lexicographicordering ofΣ∗, and
bin(n) denotes the binary representation of the integern without leading zeros.

If the representation(BA, pA) of A = projpA
(BA) is clear from the context,

we useSolA(x) and LFA(x) as shorthands for, respectively,Sol(BA,pA)(x) and
LF(BA,pA)(x).

It is well known that ifA is self-reducible then LFA can be computed in polynomial
time by prefix search, via suitable queries to the oracleA. Moreover, ifA is in P
then LFA can even be computed in polynomial time without any oracle queries.
It follows that if A is in P yet computing LFA is NP-hard thenA cannot be self-
reducible, assumingP 6= NP.

Khuller and Vazirani [13] propose to find polynomial-time decidable problems
other thanPl-4-Color that are non-self-reducible, under the assumptionP 6= NP.
Theorem 3.5 below provides a general result showing that it is almost trivial to find
such problems: For any NP problemA for which LFA is hard to compute, one can
define a P-decidable versionD of A such that LFD is still hard to compute; hence,
D is not self-reducible, assumingP 6= NP.

To formulate this result, we now define the functional many-one reducibility that
was introduced by Vollmer [27] as a potentially stricter reducibility notion than
Krentel’s metric reducibility [15]. We also define the function classmin ·P that
was introduced by Hempel and Wechsung [11].

Definition 3.3 (Vollmer [27]) Letf andh be functions fromΣ∗ to Σ∗.

• We say thatf is polynomial-time functionally many-one reducibleto h (in sym-
bols,f ≤FP

m h) if and only if there exists a polynomial-time computable function
g such that for allx ∈ Σ∗, f(x) = h(g(x)).

• We say thath is ≤FP
m -hardfor a function classC if and only if for everyf ∈ C,

f ≤FP
m h.

• We say thath is ≤FP
m -completefor C if and only ifh ∈ C andh is≤FP

m -hard.

Definition 3.4 (Hempel and Wechsung [11])Define the classmin ·P to consist of
all functionsf for which there exist a setA ∈ P and a polynomialp such that for
all x ∈ Σ∗,

f(x) = min{y ∈ {0, 1}∗ | |y| ≤ p(|x|) and(x, y) ∈ A},

where(·, ·) : Σ∗ × Σ∗ → Σ∗ is a standard pairing function. If the set over which
the minimum is taken is empty, define by conventionf(x) = bin(2p(|x|)).
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Note that LFA = LF(B,p) is in min ·P for every NP setA and for every repre-
sentation ofA as ap-projectionA = projp(B) of some suitable setB ∈ P and
polynomialp.

Theorem 3.5 Let Σ = {0, 1}, letA ⊆ Σ∗ be any set inNP, letB ⊆ Σ∗ × Σ∗ and
D ⊆ Σ∗ be sets inP, and letp be a polynomial such thatA = projp(B) ⊆ D and
LFA is ≤FP

m -complete formin ·P. Then, there exist a setC ⊆ Σ∗ × Σ∗ in P and a
polynomialq such thatD = projq(C) and computingLFD is ∆p

2-hard.

Hence,D is not self-reducible with respect to(C, q), assumingP 6= NP.

Proof. Define the set

C = (B ∩ {(x, y) | |y| ≤ p(|x|)}) ∪ {(x, bin(2p(|x|))) | x ∈ D},

and letq(n) = p(n)+1 for all n. Note thatC ∈ P andD = projq(C). It also follows
that LFA(x) ≡ LFD(x) mod 2 if x ∈ D, and LFA(x) ≡ LFD(x) ≡ 0 mod 2 if
x 6∈ D. Thus, for allx, LFA(x) ≡ LFD(x) mod 2.

We now show that computing LFD is as hard as deciding the∆p
2-complete prob-

lemOdd-Min-SAT, which was defined in Section 2. Since LFA is≤FP
m -complete for

min ·P, we have LFSAT(F ) = LFA(t(F )) for some polynomial-time computable
functiont. Hence,

F ∈ Odd-Min-SAT ⇐⇒ LFSAT(F ) ≡ 1 mod 2

⇐⇒ LFA(t(F )) ≡ 1 mod 2

⇐⇒ LFD(t(F )) ≡ 1 mod 2.

Thus, one can decide whether or notF belongs toOdd-Min-SAT by looking at the
last bit of LFD(t(F )). ❑

Corollary 3.6 If P 6= NP then Σ∗ has representations in which it is not self-
reducible.

Proof. Replacing the setD of Theorem 3.5 byΣ∗, it is clear that the hypothesis of
the theorem can be satisfied by suitably choosingA, B, andp. 3 It follows thatΣ∗,
unconditionally, has representations in which it is not self-reducible in the sense of
Schnorr, unlessP = NP. ❑

3 Concrete examples ofA, B, andp are given in Section 4, where we assume that the
problemA (e.g.,A = P-SAT) as well as the set of solutions for instances ofA are suitably
encoded overΣ. ThusA ⊆ Σ∗ = D andB ⊆ Σ∗ × Σ∗.
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4 Conclusions and Open Questions

In Theorem 2.3, we strengthened Khuller and Vazirani’s [13]lower bound for com-
puting the lexicographically first four-coloring for planar graphs from NP-hardness
to ∆p

2-hardness. The non-self-reducibility of thePl-4-Color problem follows im-
mediately from these lower bounds.

SinceP 6= NP is equivalent toP 6= ∆p
2, our strengthened lower bound for comput-

ing LFPl-k-Color(G) from Theorem 2.3 does not give strengthened evidence regard-
ing the non-self-reducibility ofPl-k-Color. However, raising a problem’s lower
bound so as to match its upper bound is important in its own right.

In addition, we now give another reason of why this improved lower bound may
be valuable, by re-iterating a point that has first been made by Hemaspaandra et
al. [10], who discuss the issue of why and when it may be valuable to raise a prob-
lem’s NP-hardness lower bound toΘp

2-hardness, with regard to other computational
models such as one-sided error randomized polynomial time or unambiguous poly-
nomial time. Just as∆p

2, the classΘp
2 = PNP[log] belongs to the second level of

the polynomial hierarchy; note thatNP ⊆ Θp
2 ⊆ ∆p

2 ⊆ NPNP. Rephrasing for the
class∆p

2 a question that Hemaspaandra et al. [10] studied forΘp
2, we ask: Given

a complexity classC, is it currently known thatNP ⊆ C if and only if ∆p
2 ⊆ C?

The answer to this question is the key to the issue of whether or not raising anNP-
hardness lower bound to∆p

2-hardness indeed may have some value: If the answer
is yes, then the raised lower bound is worthless with respectto the computational
model captured byC; if the answer is no, then the raised lower bound may poten-
tially be valuable forC.

Table 1 provides some answers to the above question for various classesC with
respect to∆p

2-hardness.4 In most cases (namely, forC being one ofP, BPP, RP,
ZPP, andUP), the answer for∆p

2 is the same as forΘp
2, by essentially the argument

given in [10]. However, ifC is eitherPP or C=P, the answer for∆p
2 differs from that

for Θp
2. In particular, sinceNP ⊆ PP andΘp

2 ⊆ PP (see [4]), raisingNP-hardess
to Θp

2-hardness is worthless forPP. In contrast, raisingNP-hardess to∆p
2-hardness

may potentially be valuable forPP, since it is not known whether∆p
2 ⊆ PP; there

is even a relativized counterexample for∆p
2 ⊆ PP (see [3]). And forC = C=P, the

closure properties ofC=P imply that raisingNP-hardess toΘp
2-hardness is worthless

(see [10]), but do not seem to suffice in any obvious way to yield the same claim for
∆p

2-hardness. Again, there are relativized counterexamples for the inclusion∆p
2 ⊆

C=P—and even relativizations that separate the entire polynomial hierarchy from
C=P with immunity, see [19]. However, unlike forPP, these relativized separations
do not give us any more insight regarding the value of raisingNP-hardness to∆p

2-
hardness forC=P, sinceNP ⊆ C=P is not known to hold either.

4 For the definitions of the classesC discussed in Table 1, the reader is referred to [10] and
the original literature cited therein.
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Computational Model C NP ⊆ C ⇐⇒ ∆
p
2 ⊆ C? Reference

Deterministic Polynomial Time P yes [17,26]

Probabilistic Polynomial Time PP not known but see [3]

Bounded-Error BPP yes [7,29]

Probabilistic Polynomial Time

Zero-Error ZPP yes [7]

Probabilistic Polynomial Time

Random Polynomial Time RP not known but see [10]

Exact Counting C=P not known but see [10]

Unambiguous Polynomial Time UP not known but see [10]

Table 1
When can it be useful to raiseNP-hardness to∆p

2-hardness?

Khuller and Vazirani [13] asked whether similar non-self-reducibility results can be
proven for problems in P other thanPl-4-Color, under some plausible assumption
such asP 6= NP. We established as Theorem 3.5 a general result showing thatit is
almost trivial to find such problems.

This general result subsumes a number of results [8] providing concrete—although
somewhat artificial—problems in P that are not self-reducible in Schnorr’s sense,
unlessP = NP. Why are these problems artificial? The reason is that they are P
versions of standard NP-complete problems—such as the satisfiability problem, the
clique problem, and the knapsack problem—that are defined by

(a) encoding directly into each solvable problem instance atrivial solution to this
instance, and simultaneously

(b) ensuring that computing the smallest solution remains ahard problem by fixing
a suitable ordering of the solutions to a given problem instance.

Here are some examples of such problems:

(1) (a) P-SAT is the set of pairs(F, xi) such thatF is a boolean formula in con-
junctive normal form andxi is a variable occurring in each clause ofF in
positive form.

(b) Let the variables of a given formulaF be ordered asF =
F (x1, x2, . . . , xn). Just as for the satisfiability problem, asolution to a
P-SAT instanceI = (F, xi) is any satisfying assignmentψI of F . A so-
lution ψI of I is represented by the stringψI in {0, 1}n that is defined
by ψI = ψI(x1)ψI(x2) · · ·ψI(xn), where “1” represents “true” and “0”
represents “false.”

(2) (a) P-Clique is the set of pairs(G,C) such thatG = (V,E) is a graph and
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C ⊆ V is a clique inG.
(b) Let the vertex set of a given graphG = (V,E) be ordered asV =

{v1, v2, . . . , vn}. Just as for the clique problem, asolution to aP-Clique
instanceI = (G,C) is any cliqueĈ ⊆ V that is of size at least‖C‖. A
solutionĈ of I is represented by the stringψI in {0, 1}n that is defined
by ψI = χĈ(v1)χĈ(v2) · · ·χĈ(vn), whereχĈ denotes the characteristic
function ofĈ, i.e.,χĈ(v) = 1 if v ∈ Ĉ, andχĈ(v) = 0 if v 6∈ Ĉ.

(3) (a) P-Knapsack is the set of tuples(U, s, v, k, b) such thatU is a finite set,
s andv are functions mapping fromU to the positive integers, and there
exists an elementu ∈ U satisfyings(u) ≤ b andv(u) ≥ k.

(b) Let the setU of a givenP-Knapsack instanceI = (U, s, v, k, b) be or-
dered asU = {u1, u2, . . . , un}. Just as for the knapsack problem, asolu-
tion to I is any subset̂U ⊆ U that satisfies the “knapsack property,” i.e.,
that satisfies the conditions

∑

u∈Û

s(u) ≤ b and
∑

u∈Û

v(u) ≥ k.

A solutionÛ of I is represented by the stringψI in {0, 1}n that is defined
byψI = χÛ(v1)χÛ(v2) · · ·χÛ (vn).

Note that the lexicographic ordering of strings induces a suitable ordering of the
solutions to a given problem instance. For each of theP problemsΠ defined above,
computing LFΠ can be shown to be NP-hard [8], which implies thatΠ is non-self-
reducible unlessP = NP.

Analogously, every standard NP-complete problem yields such an artificial, non-
self-reducible problem inP. In contrast, thePl-4-Color problem is a quite natural
problem. Is it possible to prove, under a plausible assumption such asP 6= NP, the
non-self-reducibility of othernaturalproblems inP?

Acknowledgments. We thank the anonymous referees of the conference and
journal versions of this paper for their helpful and insightful comments. In par-
ticular, we thank the referee who suggested an idea that led to Theorem 3.5, which
subsumes some results from an earlier draft of this paper. Wevery much appreciate
this paper’s prompt handling by the editor, Lane A. Hemaspaandra.

References

[1] K. Appel and W. Haken. Every planar map is 4-colorable – 1:Discharging.Illinois J.
Math, 21:429–490, 1977.

[2] K. Appel and W. Haken. Every planar map is 4-colorable – 2:Reducibility. Illinois J.
Math, 21:491–567, 1977.

10



[3] R. Beigel. Perceptrons, PP, and the polynomial hierarchy. Computational Complexity,
4(4):339–349, 1994.

[4] R. Beigel, L. Hemachandra, and G. Wechsung. Probabilistic polynomial time is closed
under parity reductions.Information Processing Letters, 37(2):91–94, 1991.

[5] A. Borodin and A. Demers. Some comments on functional self-reducibility and the
NP hierarchy. Technical Report TR 76-284, Cornell Department of Computer Science,
Ithaca, NY, July 1976.

[6] M. Garey, D. Johnson, and L. Stockmeyer. Some simplified NP-complete graph
problems.Theoretical Computer Science, 1:237–267, 1976.

[7] J. Gill. Computational complexity of probabilistic Turing machines.SIAM Journal on
Computing, 6(4):675–695, 1977.
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